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We report the first direct spectroscopic evidence for coherent electronic coupling between excitons and
trions in atomically thin transition metal dichalcogenides, specifically monolayer MoSe2. Signatures of
coupling appear as isolated cross-peaks in two-color pump-probe spectra, and the line shape of the peaks
reveals that the coherent coupling originates from many-body interactions. Excellent agreement between
the experiment and density matrix calculations suggests that coherent exciton-trion coupling leads to the
formation of a correlated state with a remarkably large binding energy.
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Monolayer transition metal dichalcogenides (TMDs)
(e.g.,MX2,M ¼ Mo,W;X ¼ S, Se) have recently emerged
as promising materials for novel electronic and photonic
device applications [1]. TMDs not only represent a new class
of direct band gap semiconductor materials at the two-
dimensional limit [2,3], but they also exhibit intriguing
coupled spin-valley physics [4–6] that enable dynamical
optical control of spins and pseudospins. The fundamental
optical excitation of semiconductors is an exciton—a
Coulomb-bound electron-hole pair. If the Coulomb inter-
action is strong enough, excitons may capture an extra
electron or hole, forming charged excitons known as trions.
Remarkably, the exciton and trion binding energies in

monolayer TMDs are at least an order of magnitude larger
than those in quasi-2D systems (e.g., GaAs quantumwells),
making these quasiparticles stable at room temperature and
relevant for optoelectronic devices. Such strong Coulomb
interactions arise from the large carrier effective masses,
strong quantum confinement, and reduced dielectric screen-
ing due to the monolayer thickness [7,8]. Previous experi-
ments have shown that 2D excitons and trions in monolayer
TMDs can be easily controlled by strain [9], doping, and an
electrostatic field [8,10]. Monolayer TMDs thus provide a
controllable 2D electronic system to investigate electron
interaction effects such as exciton-carrier broadening
[11,12], interexcitonic scattering [13], exciton valley relax-
ation dynamics [14], and biexciton formation [15].
An important but yet to be addressed question is whether

neutral excitons and trions interact; i.e., do these quasipar-
ticles form a coupled system? If so, are they coupled
coherently? Since excitons and trions are different in both
net charge and effective mass, they are expected to have
different mobility and drift velocity. The existence of

coupling between these two distinct quasiparticles would
indicate that their response to applied electrical and optical
fields cannot be treated independently. Instead, the inter-
actions between them need to be considered in the design of
efficient optoelectronic devices, including photovoltaics
[16,17] and photodetectors [18]. Moreover, since these
quasiparticles are localized at the corner of the first hex-
agonal Brillouin zone, i.e., valley excitons [4–6,10], the
understanding of their interactions may shine light on the
valley quantum dynamics, such as valley depolarization and
decoherence.
In this Letter, we demonstrate that monolayer TMDs

exhibit strong exciton-trion coherent coupling by per-
forming two-color ultrafast pump-probe spectroscopy of
monolayer MoSe2. In a high quality sample with spectrally
well-resolved exciton and trion resonances, signatures for
electronic coupling between these quasiparticles are iso-
lated as cross-peaks in a two-dimensional spectrum when
the pump and probe wavelengths are tuned independently
through these transitions. While incoherent population
relaxation partially contributes to the coupling, density
matrix calculations reveal that the unique line shape of
the peaks arises from coherent exciton-trion many-body
interactions, described phenomenologically as excitation
induced shift and excitation induced dephasing effects.
The experimental setup is illustrated in Fig. 1(a).

The output of a mode-locked Ti:sapphire laser (90 MHz
repetition rate and ∼15 nm FWHM bandwidth) is split
into two beams. The spectrum of each beam is modified
independently using a grating-based pulse shaper, produc-
ing ∼1 ps pulses (∼2 nm bandwidth FWHM). The pump
and probe beams are combined collinearly and are focused
to a ∼3 μm spot on the sample. The two beams are
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cross-linearly polarized to suppress scattering from the pump
into the detection optics. The average power is kept below
10 μW to ensure that the signal remains in the χð3Þ regime,
generating an estimated exciton and trion excitation density
on the order of 1010 cm−2. The pump-induced change in the
probe reflectivity is recorded using a lock-in amplifier while
the pump and probe wavelengths are systematically varied.
Monolayer MoSe2 was obtained through mechanical exfo-
liation onto 285-nm-thick SiO2 on an n-doped silicon
substrate. Isolation of a single layer was verified through
optical and atomic force microscopy. The sample was
mounted in a closed-loop cryostat and optical spectroscopy
experiments were performed at 13 K to avoid phonon-
mediated broadening of the resonance linewidths.
In MoSe2, molybdenum and selenium atoms form a two-

dimensional hexagonal lattice with a trigonal prismatic
coordination [Fig. 1(b)]. At the K points in the first
Brillouin zone, monolayer MoSe2 has a direct band gap
with similar electron and hole band curvatures [19,20].
Monolayer TMDs are unique in that broken inversion
symmetry and strong spin-orbit effects couple the valley
and spin degrees of freedom at the �K points. Because
cross-linear polarization is used to suppress pump scatter-
ing in the experiment, we do not distinguish between the
valley or spin degrees of freedom of excitons or trions and
instead focus on coherent coupling mechanisms between
these quasiparticles.

We first perform a degenerate pump-probe experiment in
which both beams are derived from the same pulse shaper.
The degenerate pump-probe spectrum, shown in Fig. 1(c)
for tD ¼ 0.7 ps, was used to identify exciton (X) and trion
(T) resonances at∼1650 and∼1619 meV, respectively. The
transition energies and trion binding energy of δT ≈ 30 meV
are consistentwith values obtained fromphotoluminescence
spectra of similarly prepared samples [8]. One-dimensional
pump-probe spectra, however, cannot provide information
regarding coupling between resonances. Two-color pump-
probe spectroscopy overcomes this limitation, as demon-
strated by the normalized differential reflectivity spectrum
shown in Fig. 2(a). The spectrum was acquired for a delay
tD ¼ 0.7 ps as a compromise between avoiding ambiguities
in the pump-probe time ordering andminimizing incoherent
population transfer contributions. The spectrum in Fig. 2(a)
features four peaks—two diagonal peaks corresponding to
the exciton (X) and trion (T), respectively, a cross-peak
when pumping at the exciton and probing at the trion (XT),
and vice versa (TX). The appearance of cross-peaks is an
unambiguous sign of exciton-trion coupling. A differential
probe spectrum for resonant pumping at the exciton and
trion is shown by the upper and lower horizontal slices,
respectively, where the curves serve as a guide to the eye.
Differences in the line shape of the XT and TX coupling
peaks suggests that the coupling may not be simply due to
incoherent population transfer and instead originates from
exciton-trion many-body interactions.
To elucidate the coupling mechanism, we use a phenom-

enological model to simulate a four-level system in the
excitation picture. Without making any assumption about
whether exciton and trion resonances are coupled, one can
map two two-level systems into a four-level system through
a Hilbert space transformation, as illustrated in Fig. 2(b).
State j0i refers to the crystal ground state in the absence of
any optical excitation; states j1i and j2i represent the trion
and exciton, respectively; and state j3i represents simulta-
neous excitation of the exciton and trion. The dynamics of
the system, including population relaxation and dephasing,
can be described by the density matrix, whose elements are
related to the nonlinear signal via the optical Bloch
equations [21]. We solve the optical Bloch equations
perturbatively up to third order in the excitation field to
calculate the nonlinear signal detected in the pump-probe
experiment. The total nonlinear response can be generated
using a sum-over-states expression derived from double-
sided Feynman diagrams [22], illustrated in Fig. 2(c), each
of which represents a quantum mechanical pathway that
contributes to the signal. For each diagram, the first two
arrows indicate interaction of the pump fieldwith the sample
and the third arrow is interaction of the probe field after a
delay tD. From each diagram, one can generate an expres-
sion for the perturbative evolution of the densitymatrix [23].
The four-level energy scheme admits the inclusion of

many-body interactions in a simple and intuitive manner.

FIG. 1 (color online). (a) Schematic diagram of the two-color
pump-probe setup. AOM: Acousto-Optic Modulator. (b) The
hexagonal lattice structure of monolayer MoSe2. Optical excitation
generateseither excitons (X) or trions (T) redshifted from the exciton
by an energy δT. (c) Degenerate pump-probe spectrum (points) for
delay tD ¼ 0.7 ps. The curve serves as a guide to the eye.
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Since the lower transitions (j0i↔j1i and j0i↔j2i) are
excited by the optical field to first order in perturbation
theory, while the upper transitions (j1i↔j3i and j2i↔j3i)
contribute to third order only if the lower transitions have
been excited, the properties of the upper transitions dictate

the interaction strength [24]. Specifically, we consider
excitation-induced energy shift (EIS) and excitation-
induced dephasing (EID) effects, which have been used
to explain coherent exciton coupling phenomenologically
in semiconductor quantum wells [25,26] and quantum dots
[27,28]. EIS and EID correspond to the real and imaginary
part of the renormalization energy when interaction effects
are considered; thus, both effects must appear simulta-
neously, in principle. In the calculations, EIS effects are
modeled by breaking the energy equivalence of the lower
and upper transitions through a shift Δ0 of state j3i. EID
effects are introduced by enhancing the dephasing rate of
either or both of the upper transitions with respect to the
equivalent lower transition by an amount γ0.
To illustrate how these effects are included in the

calculation, we show an expression for the evolution of
one density matrix component. Specifically, the quantum
pathways corresponding to the bottom two Feynman
diagrams for peak TX in Fig. 2(c) are described by the
evolution of the third-order polarization ρð3Þ13 :

_ρð3Þ13 ¼
�
−i
�
ω20 −

Δ0

ℏ

�
− ðγ20 þ γ0Þ

�
ρð3Þ13 þ iμ13

2ℏ
Êρð2Þ11 ; (1)

where the dipole moment, resonance energy, and dephasing
rate of the transition are given by μ13, ℏω13 ≡ ℏω20 − Δ0,
and γ13 ≡ γ20 þ γ0, respectively, Ê is the electric field, and
Δ0 and γ0 are the EIS and EID parameters for this pathway.
We describe how we have chosen the parameters for all
pathways in detail in the Supplemental Material [23].
However, the precise values do not affect the line shape
qualitatively. Therefore, by carefully analyzing the line
shape of each peak in the 2D map, the role of coherent
many-body interactions can be identified as explained in
the following. We emphasize that analyzing the entire 2D
spectrum simultaneously is essential, since the line shape of
each peak is sensitive to a phase shift between the reflected
signal and probe. However, this phase shift is nearly
constant across the entire 2D spectrum [29]; thus, the
relative amplitude and line shape of the peaks provides
critical information that enables us to distinguish between
the coupling mechanisms.
To elucidate interaction effects in the measured 2D

spectrum, we present and discuss results of simulated
spectra in three different scenarios. First, consider the
simulated spectrum in Fig. 3(a) for which no exciton-trion
interactions are present. The absence of interactions is
modeled by using the same parameters (dipole moment,
dephasing rate, and resonance energy) for the correspond-
ing lower and upper transitions. In this case, the quantum
pathways responsible for coupling between the lower
transitions are completely cancelled by pathways involving
the upper transitions and no cross-peaks appear in the
spectrum [30].

FIG. 2 (color online). (a) Normalized two-dimensional differ-
ential reflectivity spectrum featuring exciton (X) and trion (T)
peaks and their coupling (XT and TX). Differential probe spectra
(points) are shown for the pump resonant with the exciton (top)
and trion (bottom). The curves serve as a guide to the eye.
(b) Two independent two-level systems representing the exciton
(jgi → jXi) and trion (ðjgi → jTi) transitions. An equivalent
four-level scheme with ground (j0i), trion (j1i), exciton (j2i), and
exciton-trion (j3i) states. (c) Double-sided Feynman diagrams
representing the quantum pathways relevant for the experiment.
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Secondly, in the case that only population relaxation
between the exciton and trion states is considered, the 2D
map [Fig. 3(b)] features highly asymmetric cross-peaks.
We note that the exciton and trion relative amplitudes are
related not only to quantities that characterize these
transitions (dipole moments and dephasing rates), but also
to the background charge density determined by the
unintentional n-doping in the material [31]. Therefore,
we examine the amplitude ratio between TX=T and XT=X
as the key parameter for evaluating the role of incoherent
population relaxation. The formation of the XT cross-peak
requires the capture of an extra electron, which is ener-
getically favorable; thus, incoherent population relaxation
may lead to an appreciable amplitude of cross-peak XT in
Fig. 3(b) if the background charge density is not too low.
Conversely, the formation of the cross-peak TX requires
additional energy from other mechanisms, such as annihi-
lation of a phonon with an energy equal to the trion binding
energy δT ≈ 30 meV. Since no significant phonon popu-
lation with this energy exists at low temperature, one would
expect a small amplitude ratio between TX and T. Clearly,
incoherent population alone cannot explain the large
amplitude of the TX peak in Fig. 2(a). Additionally, our
simulation demonstrates that incoherent population transfer
leads to the same line shape for TX and XT (not shown),
which is inconsistent with the measured spectrum.
Finally, the role of coherent coupling mechanisms is

examined. The term “coherent" is used to distinguish these
mechanisms from incoherent population relaxation proc-
esses. In the simulated spectrum shown in Fig. 3(c), in
which both EIS and EID are included in addition to X → T
population transfer, excellent agreement with the measured
spectrum is obtained. To make a more qualitative com-
parison between the simulated and measured spectra, two
horizontal cuts are taken through the 2D maps and the
results are shown in Fig. 3(d). The pump wavelength
(indicated by the arrow) was tuned to the exciton and
trion resonances, respectively, in the top and bottom panels.
The curves are results of the simulation using a fitting

procedure with a limited number of parameters (see
Supplemental Material [23]). Best agreement between
simulation and experiment is obtained when including
EIS and EID effects (solid curves), particularly for the
TX peak. This fitting suggests a binding energy for the
exciton-trion correlated state of Δ0 ¼ 4� 1.5 meV for
the excitation conditions used in the experiment [32].
We emphasize that the line shape of peak TX, namely, a
negative peak rather than the dispersive line shape for the
other three peaks, can only be reproduced by including the
EIS effect. This distinct line shape cannot be reproduced
through the inclusion or adjustment of any other param-
eters. These experiments demonstrate that reduced dielec-
tric screening in TMDs results in exceptionally strong
coherent coupling between quasiparticles compared to
conventional semiconductors. For example, Δ0 ≈ 4 meV
observed here is at least an order of magnitude larger
compared to exciton-trion coupling in a 20-nm-wide
n-doped CdTe=CdMgTe quantum well [26].
Several implications stem from these results. First, in the

context of valleytronics, different valley coherence and
polarization dynamics were recently demonstrated for exci-
tons and trions [10,33]. Coherent coupling between them
may suggest new approaches for manipulating spin and
valley degrees of freedom associatedwith each quasiparticle.
For example, optical initialization in valley Hall experiments
could be performed through the trion resonance, which
exhibits a valley polarization more stable than the exciton
[33]; long-lived valley polarization could be effectively
transferred to the exciton intervalley coherence [10] through
the coherent many-body interactions demonstrated here.
Second, coherent coupling between excitons and trions lends
an opportunity to drive exciton transport beyond the diffusive
regime via an applied electric field [34]. In photovoltaics and
detectors, coherent coupling may allow efficient exciton
transport from the site of excitation to interfaces where
excitons dissociate before charge collection [35]. Coherence
has been demonstrated to play a key role in exciton quantum
transport in photosynthesis [36–38]; similar principles may
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FIG. 3 (color online). Simulated two-color pump-probe spectra (a) without interactions and with interactions via (b) incoherent
exciton → trion population transfer and (c) EIS, EID, and exciton → trion transfer. (d) Comparison between the experimental (points)
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arrows). The red dotted, blue dashed, and black solid curves correspond to the simulations in (a)–(c), respectively.
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apply for charge and energy transfer processes in TMDs.
Finally, our results present a concrete example ofmany-body
interactions in TMDs, which will facilitate the development
of a full microscopic theory for their optical response. Future
experiments based on advanced spectroscopic techniques
such as coherent multidimensional Fourier-transform spec-
troscopy will provide more comprehensive information on
specific quantum pathways associated with many-body
interactions [39,40].
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